
Based on what we’ve seen, all nodes show increasing amounts of memory, some seem to fail at varying levels of memory utilization, hung nodes 
and non-hung nodes have large amounts of memory, some hung nodes have less memory utilized overall than some that are not yet hung.

3-233 Node Noted Hung 01/20 am m5.2xlarge

5-51 Node Hung 01/19, 01/20 m5.2xlarge

5-107 Node Hung 01/19, 01/20 m5.xlarge

CS Worker Node Memory Utilization Timeline



3-213 Not Hung m5.2xlarge

Of the largest memory footprints for the csi driver nodes

5-167 is hung - m5.2xlarge
2-213 is not hung - m5.2xlarge
3-233 is hung - m5.2xlarge
5-51 is hung - m5.2xlarge
1-227 is not hung - m5.2xlarge
1-243 is not hung - m5.2xlarge
3-85 is not hung - m5.2xlarge
1-137 is not hung - m5.2xlarge
5-135 is not hung - m5.2xlarge
1-69 is not hung - m5.xlarge
3-46 is hung - m5.xlarge
5-107 is hung - m5.xlarge




